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Abstract 

In the field of agriculture, the accurate estimation of yield production is crucial for farmers and Govt. Remote 

sensing plays an important role which collects data from the field level, that is been deployed in the 

contemporary farming system for building decision-making tool, which can predict accurate yield production 

and other field level parameters by minimizing operation cost. The remote sensing approach generates a lot of 

data gathered from different platforms, so it becomes essential to introduce the Machine Learning technique to 

manage the huge data. Machine Learning has the capability to analyze those huge numbers of inputs and handle 

the non-linear task to produce knowledge, which can use in decision making. This paper discussed several 

research works for irrigation control using machine learning techniques, plant disease monitoring, accurate yield 

production. This paper concludes that the hybrid machine learning technique will give an effective and accurate 

model for predicting yield production by using remote sensing for decision making and environment state 

estimation in agriculture. 
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Introduction 

India is the land of cultivation. Above 70% of people, livelihoods are depending on cultivation. As the 

population of India has been increasing constantly, a proportional rise in the production of food must be 

accomplished. Weather condition, soil quality, fertilizer management are few factors for agriculture, where 

farmers use their experience to sense and implement in farming to get their crop. It is inaccurate because of 

frequent climate change. Keeping in mind, improving crop yield production and quality by minimizing the cost 

of operation and environment is a crucial target in agriculture. The potential growth and yield depend on many 

different agricultural attributes such as soil property, weather, land size, irrigation, and fertilizer management. 

Sensing those factors in due time and accurately is become a necessity in agribusiness. The ground-based 

vehicle, satellite, aircraft, radiometer, etc are used for collecting information for sensing inputs.  

Precision weed management gets timely and accurate information, by using remote sensings such as 

photography, video, satellite, and airborne multi-spectral scanning [1] 

Water management can be improved to irrigate crops by identifying spatial dissimilarity in crop water 

status through thermal remote sensing via airborne thermal imagery[2].  

Recent research works are going on remote sensing technique which is applied on several crop species 

like maize [3], trees[4], wheat [5], and rice, wheat, maize [6]. Similarly, many other works have been done on 

PA tasks such as weed mapping[7], evaluating crop water and nitrogen status [8], assessing evapotranspiration 

and drought stress [9], and mapping of soil properties [10]. 

Studies have been done for estimating different vegetation properties by using remote sensing at visible 

and near-infrared wavelengths. This focus on the chlorophylls and other photosynthetic amounts. Xue and Su 

[11] reviewed recently more than 100 vegetation indices along with their environment, representativeness, 

applicability, and implementation precision. They determined that the usage of any current vegetation indices 

needs vigilant attention to the strengths and weaknesses of those indices and the definite environment for real-

world applications where they will be practiced. Jaafar and Ahmad [12] and many others have been tried to 
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make crop yield predictions by implementing remotely sensed vegetation indices. Wireless sensor network data 

has been implemented using different algorithms on PA. Aqeel-ur-Rehman [13] has done a review in different 

aspects of agriculture on wireless sensor network and their applications and described the present system in PA. 

Anna Chlingaryan [14] has done a review on machine learning for crop yield prediction and nitrogen 

status in precision agriculture. Machine Learning techniques and sensing techniques are rapidly developing, 

which will give cost-effective and complete solutions for environment state estimation, crop estimation, and 

decision making for the agriculture industry. A hybrid combination of Machine Learning techniques and sensing 

techniques is the future of agriculture.  

The agriculture sector is facing challenges of producing more to feed the demand for food because of the 

population with reducing environmental degradation, the use of natural resources, and adapting to change of 

climate. Smart agriculture is a solution, sensor data are collected, selected, and analyzed using ML techniques to 

solve various agriculture problems, accurate yield prediction, seeds selection, disease detection, fertilizers use, 

etc. Hassina [15] has done a review in the practice of Data Mining on smart agriculture. The paper is organizes 

as follows: section 2 is an overview of different machine learning techniques, section 3 is a deals with the 

related work on irrigation control using machine learning and sensor, section 4 is a review of papers on plant 

disease monitoring. In section 5, Crop Yield Estimation is given. Section 6 concludes the paper. 

Machine Learning Techniques 

The human brain can solve any problem what a computer can do, but it has a limitation of time to 

compute. Machine Learning has the advantages of computing large datasets, to pull knowledge out of those and 

process to solve the real-time problems very efficiently. ML empower better decision making and equipped in 

real-world problems can solve the problem without intervention of human. ML gives a flexible and powerful 

framework, which can be applied to data-driven decision making as well as expert knowledge into the system. 

Many domains are using Machine Learning because of these few key features of ML techniques and highly 

applicable in agriculture.  

Machine Learning is an approach of program computers to learn from data. It is the best fit for a non-

stable environment, a very complex problem where the traditional approach failed and a problem with a very 

long list of rules to find a solution. ML is categorized into supervised, unsupervised, and reinforced learning. In 

supervised learning, the data with the desired solution, are called “labels” provided to the algorithm. In 

unsupervised learning, data have no labels. In reinforcement learning, an Agent (AI System) observed the 

environment, perform assigned actions, collect the reward in return (self-learning). 

 

Figure 1. Classification of Machine Learning 
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Classification is a type of supervised learning. It predicts the class label from a set of training data and is 

best fitted when the label has finite and discrete values. It groups each element of data into one of a predicted 

class set. It has widely used in the agriculture field, like in crop disease prediction. Some of the most used 

classification techniques are Logistic Regression, Support Vector Machines, K-nearest Neighbors (KNN), 

Kernel Support Vector Machines (SVM), Naïve Bayes, Decision Tree Classification, Random Forest 

Classification, Neural Networks (NN), Deep Learning.  

Decision Tree algorithm belongs to the family of supervised learning algorithms. decision tree algorithm 

can be used for regression and classification problems too. They provide a model in the form of a tree structure. 

Decision Trees are easy to integrate and recognize through visual presentation. The rules of classification are 

constructed on tests organized in the tree.  

Support Vector Machine is a supervised learning algorithm proposed by Vladimir Vapnik in the year 

1990. It is one of the most popular algorithms, given very good performance in many real-world applications, 

like image processing, bioinformatics, medical diagnostics, recently in Precision Agriculture. it can be used for 

regression and classification problems. SVM produces input/output mapping functions from a labeled training 

data set. multiclass classification is one of the possibilities. 

Neural Network is a widely used supervised learning techniques in recent years. it is an attempt to 

recognize the closest relationship in a set of data through computation by mimics the way the human brain 

operates. Backpropagation is one Neural Network model. 

The K-Nearest Neighbors is used for classification and regression problem form of supervised learning 

techniques. K is the value provided by the user, the algorithm clusters based on similarity measurement. K mean 

algorithm used and depending on the distance it clustered training dataset.  

The Random Forest is a supervised learning algorithm, can be used for classification and regression 

problems. the forest builds on a combination of decision trees, usually trained with the bagging method. The 

vote for the most popular category decides the result of Random Forest. 

Logistic Regression is a supervised Machine Learning algorithm that is used for classification problems. 

It is two types, Binary, and Multi-linear functions. Some applications are Email spam, online fraud detection, 

Tumor Malignant. The output is transformed by Logistic Regression using the logistic sigmoid function to 

return a probability value. 

Naive Bayes classifier works on the principle of conditional probability as given by the Bayes theorem. It 

is a supervised machine learning algorithm. It is very simple and easy to implement. It works on less training 

data, even on continuous and discrete data. It is highly scalable and fast, so it can implement in real-time 

predictions. 

Deep Learning is a sub-field of machine learning, which can be supervised, unsupervised, or semi-

supervised. It uses Artificial Neural Network with hidden layers with representation learning. Deep Learning is 

used in many domains in recent times. In agriculture, it can be used for crop disease detection, soil quality 

through satellite images. 

2.2 Clustering 

Clustering is an unsupervised problem of finding natural groups in the feature space of input data. It 

divides objects into clusters(Groups) based on data, which describes objects and their relationship. Clustering 

operation is performed on a pattern among objects, objects with similar patterns clubbed into one cluster, 

likewise, there can be different clusters from a given dataset. Clustering techniques are unsupervised learning so 

when the data have no predefined classes and instances must group in different clusters based on their 
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relationships. They are classified according to Partitioning methods, density-based methods, Grid-based 

methods, hierarchical methods, and Model-based methods.  

Partitioning Methods partition the objects into k clusters and each partition procedure one cluster. This 

method is implemented to optimize an objective criterion. K-Means is the popular unsupervised learning 

algorithm that solves the clustering problem. K-means algorithm group n observations into k clusters. The 

clustering operation is done with the nearest mean serving as a prototype of the cluster for each observation. It 

can serve the agriculture domain to detect diseases from image segmentation. 

Density-Based Methods have good accuracy and the ability to merge two clusters. These methods group 

objects based on dense regions having some similarities. OPTICS, DENCLUE, DBSCAN [15] are the 

algorithms of this category. 

In Grid-based Methods, the data space is framed into a finite number of cells that form a grid-like 

structure. All the grouping operations are done on these grids. STING and CLIQUE are some algorithms that 

belong to this category[15]. 

Hierarchical methods create a tree-type structure of clusters. Divisive (top-down approach) and 

agglomerative (bottom-up approach) are two divisions of this category. CHAMELEON, Balanced Iterative 

Reduction, and Clustering using Hierarchies (BIRCH) are some algorithms of this category [15]. 

2.3 Association 

Association is a rule-based machine learning method. It discovers an interesting relationship between 

variables in a large dataset. Based on the concept of strong rules discover patterns between elements or 

determine association in the dataset by identifying the most common groups of data in a dataset that appear 

together. Apriori, AprioriTid, Dic, Eclat, and FP-growth are some algorithms used for association. 

2.4 Regression 

Regression is concerned with modeling the relationship between variables that is iteratively refined using 

a measure of the error in the predictions made by the model. It is applied with output variable is a real or 

continuous value, such as house price, salary. Analyzing patterns of data for predicting future values is the job 

of regression. It is also known as the prediction. Time series analysis and Regression Analysis are used in 

Regression.  

A sequence of observed data with respect to time is referred to as a time series problem. Statistical 

modeling is used to discover hidden insides and knowledge from the time-series data in a given period of time. 

Predicting future values from previous observations is the aim of the forecasting model. 

Regression analysis is the statistical model to find and analyze relationships between one or more 

variables. It predicts the dependent variables from the independent variable or variables. In this approach, the 

relationship among the variables can be presented with a linear model. SVM, linear regression, logistic 

regression, Neural network, etc. are some popular algorithms are used to forecast the future predicted values for 

different domains. Crop yield prediction, soil moisture prediction, pest prediction, disease prediction are some 

regression applications in the agriculture domain. 

2.5 Fuzzy Logic 

Fuzzy logic gives the degree of membership to the feature. The term fuzzy logic was introduced in 1965 

by Lotfi Zadeh a professor of UC Berkeley in California. Computer logic was not capable of process data 

representing subjective or unclear human ideas. So fuzzy logic has been applied to those data to represent in a 

quantitative fashion which can be used in the computation. In the real-world, some data sets are subjective and 
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unclear where common reasoning patterns are present, which can not be used directly in computation. Fuzzy 

logic is a purely mathematical concept, adapted to handle all such subjective and unclear. It applies 

mathematical rules to represent human skills so data can be better understood. Fuzzy is a knowledge-based 

system where logical reasoning relies on rules and fuzzy sets are functions. In Machine Learning, fuzzy-based 

systems can be used in medical decision making, risk analysis, multimedia application, gene network analysis, 

economics, etc. Fuzzy based clustering algorithms can be applied to an application where objects belong to 

multiple clusters like similar symptoms for different diseases. Fuzzy C Means Clustering (FCM), Possibilistic C 

Means Clustering(PCM), Fuzzy Possibilistic C-Means Algorithm (FPCM), Possibilistic Fuzzy C Means 

Algorithm (PFCM) are some fuzzy-based clustering algorithms. 

2.6 Genetic Algorithm 

Genetic Algorithm is biological inspired techniques, used to solve complex optimization problems. The 

basic idea was to change the population (input) such that we get better output. GAs was developed by Prof. 

JohnHolland at the University of Michigan during the 1960s and 1970s. GA follows steps like initialization, 

fitness assignment, selection, crossover, and mutation. This follows the survival of fittest. The algorithm starts 

with the initialization of the population on which a classification makes on their fitness and then is used to create 

a new generation of the population. The process anticipates that the new generation population will be an 

improved one, which going to replace the old one. The selection of new improved generation based on the 

fitness of the population. This is a cyclic process, where each iteration population is been optimized. 

Applications of GA are feature selection, implementation using the Tree-based Pipeline Optimization 

Technique(TPOT). It can be used in Engineering Design, travel Salesman Problem, Robotics, etc. They are used 

to improve the performance of algorithms for example Association Rules and Decision Tree algorithm. 

2.7 PCA (Principal Component Analysis)  

PCA is one of the popular Machine Learning techniques. PCA is predominantly used as a dimensionality 

reduction technique in domains like facial recognition, computer vision, and image compression. It can be used 

when we want to reduce the number of variables that were unable to identify the non-considerable variables. It 

also can be used where variables are independent of one another. This method is insensitive to data with noise. It 

is a statistical procedure to produce a set of uncorrelated values from a set of correlated variables. 

Irrigation control using Machine Learning and Sensor 

Water is life for all living things. The use of excess or insufficient quantity of water has a negative 

impact on the growth of plants. Risk of salinization increase with poor water quality. Excess irrigation can be a 

cause of amoeba cysts, pathogens pseudomonas, etc. in a crop. Many smart irrigation systems have been 

developed based on Machine learning techniques in order to fulfill crop needs by considering climate and 

session. Machine Learning plays a vital role in ensuring quality management of irrigation with respect to 

consumption of water evaluation using factors like weather, crop type, and session and cost. 

People face a problem watering their plants when they are on leave or at work. Tiwari [16] has proposed 

a mobile-based application to monitor relative humidity, atmospheric temperature, and soil moisture of plants to 

watering plants by start and stop a water pump using a mobile application. Sensors have been used to sense the 

environmental data. 

An automated irrigation system has been proposed in the paper [17] to control and monitor the needs of 

water in the field. The sensors are installed in the field to collect and monitor different parameters like soil 

temperature, humidity, and soil type(Ph). The naive Bayes technique is applied for the estimation of the amount 

of water required for a crop in the field. Using a mobile app users can check the status of different parameters. 

Apart from this weather forecast has been implemented to regulate the quantity of water supplied to the field 

automatically and also suggests fertilizers use for crops.  
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For optimum and effective utilization of water in irrigation is essential. Smart irrigation system to be 

developed on dynamic data collected from the field. A paper [18] presented a working model to predicts soil 

moisture based on collected sensors data deployed at the field and forecasted weather data available on the 

internet. k-means clustering and Support Vector Regression (SVR) used for estimation of change in soil 

moisture due to weather conditions. 

The paper [19] has proposed a model for estimation of vineyard water status using two machine learning 

techniques (Rotation Forests and Decision Trees) and on-the-going thermal images which are potential for 

decision making on irrigation. 

The paper [20] has proposed a real-time application to predict weekly irrigation recommendation plan 

along with monitoring and controlling crop. 22 sensors are deployed in four major plots (which are divided into 

eight irrigation groups and 28 subplots) to gather data. for regression model Gradient Boosted Regression Trees 

used which has given 93% accuracy and classification model Boosted Tree classification used which gives 95% 

accuracy. The model can significantly facilitate the irrigation planning process. 

The paper [21] has proposed an on-demand irrigation system by using numerical weather 

prediction(NWP) and Time-of-use(TOU). It estimates the amount of energy and time required to perform the 

next operation. The Support Vector Regression method is been used to forecast solar energy. On-demand, 

scheduling reduce the irrigation cost by optimization. The result showed that water resources and energy can be 

held back by 7.97% and the amortized price can be decreased by 25.34% while comparing with the irrigation 

method built on soil moisture. 

The paper [22] has proposed a neuro-fuzzy computational algorithm to manage irrigation called FITRA. 

Sensors are been deployed in the field to collect field data periodically, stored at the central cloud system. The 

model controls the irrigation process based on sensor data. The system is adaptive in nature, which changes 

automatically with environmental conditions. The model can increase production and minimize consumption. 

This paper [23] has proposed a model for an automatic irrigation system to save water. The Fuzzy-Logic-

based controller monitors the tank water level and, the rain amount, the speed of the wind, and the atmospheric 

temperature. The sensor nodes collect temperature and moisture, the coordinator node, the irrigation controller 

using Fuzzy Logic to decide the irrigation timing and to apply to water, the irrigation pipe network are parts of 

the model. The system may be sent information to the farmer if necessary through the GSM module. 

Plant Disease Monitoring 

Plant growth and productivity are affected by several diseases. The earliest detection is the only way to 

overcome the situation. Machine learning can help to overcome using image processing techniques. In recent 

years, several research is giving remarkable results on detecting early weed, insect pests in the crop, and plant 

diseases [24]. Many Machine learning techniques have been implemented for precision agriculture such as 

neural networks, support vector machines for classification and self-organized maps, k-means for clustering.  

The paper [25] has proposed a machine learning application to diagnose crop disease on plant images. 

The disease severity and disease incidence are important factors. The disease severity has 5 classes and disease 

incidence has 4 classes. LinearSVC, KNN, and Extremely Randomized Trees algorithms are implemented for 

classification where 99% accuracy is being scored in the classification of disease severity. An android-based 

application developed to implement the model where a farmer can take photos from a smartphone and can get 

the result. 

Production of crop suffers because of crop diseases. This paper [26] has proposed a model to detect crop 

disease. deep convolutional neural network algorithm is being used for the purpose, where the model achieved 

99.35% accuracy. the experiment was conducted on a public dataset on 14c crops and 26 diseases. the 

smartphone can be used for the implementation of the model, as the users are increasing constantly. 
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The paper [27] has proposed an intelligent model to detect the plant stresses or diseases on multi-sensors. 

The model used the Geostationary Positioning System (GPS), hyperspectral and multi-spectral information. The 

model used two classifiers: Quadratic Discrimination (QDA) and Neural Networks.  To avoid fungal diseases, a 

site-specific spraying approach is proposed. 

The paper [28] has proposed a model to detect the Maize Streak Virus (MSV) in South Africa. RapidEye 

satellite data processed by Random Forest classifier. The field data and remote sensing data are also collected to 

supplement the work. The integration of vegetation indices in classification improves accuracy in the result. The 

red index, soil adjusted vegetation index, enhanced vegetation index, normalized vegetation index are the most 

important in detecting MSV. 

The paper [29] has used Support Vector Machine to predict wheat rust in China. In the paper, SVM is 

been compared with other Registration analysis methods and the SVM method has given better accuracy of fit 

and prediction as a result. The prediction used three datasets ( disease and methodological data). The disease 

prediction of the application is feasible and effective. 

The paper [30] has proposed a study on culture-weather-disease interactions using different Machine 

Learning techniques like Naive Bayes classification with Gaussian distribution, Multi-Variate Regression 

extraction (MVR), and Rapid Association Rule extraction. A wireless sensor network is used for leaf spot 

disease (LS) to collect groundnut crop monitoring data. the proposed model has been compared and validated to 

Agriculture Research Institute (ARI) model. 

The paper [31] has proposed CNN models (AlexNet, GoogleNet) to classify tomato diseases which are 

nine types. They used a large dataset of tomato leaves infected diseases contains 14828 images. To understand 

symptoms and analysis proposed deep models, they have used visualization methods. The obtained result has 

shown that CNN models are better than SVM and RF (with or without pre-training). 

Kawasaki [32] developed a plant disease detection system using CNN (convolutional neural networks). 

The developed model is detecting cucumber leaves diseases (Zucchini mosaic virus and melon yellow spot 

virus). To trained the model, 800 cucumber leaf images are used. The model achieved an accuracy of 94.9% 

under the 4-fold cross-validation strategy. 

The paper [33] has proposed a Deep-CNN (convolutional neural networks) based model to detect five 

apple leaf diseases in real-time. 26,377 images are used for testing the model. The proposed INAR-SSD model 

has shown the performance of 78.80% mAP on the apple leaf disease dataset, with a detection speed of 23.13 

FPS. 

This paper has proposed a model [34] using Wireless Sensor Network to process real-time using machine 

learning algorithms to predict plant diseases and pests. The model has developed using Navie Bayes Kernel and 

WSN. The proposed model has used Navie Bayes Kernel to predict plant diseases and pests. The crop dataset 

consists of Crop name, Soil values (Nitrogen, Potassium, Phosphor), pH values, Humidity, Temperature, and 

Pest dataset consists of Pest name, Crop name, humidity, the temperature used to predict the pattern of plant 

diseases and pest. Wireless sensor networks are used to get data from the field. 
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Figure 2. Machine Learning Algorithms used in Crop Yield Estimation 

Crop Yield Estimation 

In agriculture, farmers need to make decisions every day based on factors like the variability of soil, 

environmental conditions, commodity price, etc. J. Majumdar et al[35] applied data mining techniques like 

CLARA, PAM, DBSCAN, and Multi Linear Regression to maximize crop production using optimal parameters 

founded by analyzing the agriculture data. 

Crop yield prediction matter on some factors like rainfall, temperature, season, and area. Nigam [36] 

presented a study of these machine learning techniques (Simple RNN, LSTM, Random Forest, ANN, KNN, 

XGBoost, Stochastic Gradient Descent) for crop yield prediction. LSTM predicts better in case of Temperature 

and Sample RNN predict better in case of Rainfall and random forest classifier gives better accuracy for yield 

prediction. The result of the test ranked best to worst are Random Forest, XGBoost, KNN, Logistic Regression. 

In another study, Sanchez [37] has applied these ML techniques, Multiple linear regression, M5-Prime 

regression trees, perceptron multilayer neural networks, support vector regression, and k-nearest neighbor 

methods to predict crop yield production on 10 numbers of the dataset. 8 numbers of attributes (Area, water, 

solar, rainfall, maxTemp, MinTemp, AvgTemp, Season-duration) has been used in the reached work. M5-prime 

regression gives the best result among all other techniques. For validation, mean absolute error (MAE), root 

mean square error (RMS), root relative square error (RRSE), and correlation factor (R) are been used. 

Back Prorogation Neural Network gives the best result in Stress Management System, to detect biotic 

and abiotic paddy stress. The paper has [38] using machine learning techniques like BPNN, SVM, and KNN on 

2D images using the state of art color feature. For feature extraction used sequential forward floating selection. 

In his work, they Annalise on 2 bionic and 9 abiotic paddy stress. 

In a study, Meeradevi [39] has applied ARIMA, linear regression methods to predict yield production 

and select crop for cultivation, on the Govt of India dataset. The model has been developed using Android App 

for farmers to suggest the crop and quantities of production depending on factors like rainfall, farm size, 

temperature, location. ARIMA method has been used for forecasting rainfall and temperature. Linear regression 

is used to predict the yield production and select crop for cultivation, depending upon the data provided by 

farmers. 

Sharma [40] has come up with a model that predicts crop using a hybrid Machine learning algorithm, 

which will tell whether a bad or good yield using Hadoop, SVM, GWO. The proposed work used food 

Agriculture Organization data. To process the data Hadoop has been used. For feature extraction, Gray Wolf 

Optimization has been used. SVM classifier has been used for prediction. The proposed model has not given 

high accuracy. 

This paper [41] has have proposed a model using Machine Learning techniques to predict yield 

production as well as the amount of fertilizer to be used to get maximum production to help farmers in India 

depending on the types of soil. Random Forest and Back-Propagation algorithms are used in the proposed 

model. The proposed work has used 7 factors as state, district, crop, area, season, and production to predict yield 

production using random forest. Fertilizer is used for increasing crop productivity, but the right amount and time 

is crucial. A back-propagation algorithm has been used to predict the amount of fertilizer to be used by farmers 

depending on soil parameters as nitrogen, phosphorus to get maximum yield. 

This paper [42] has proposed a model called CSM (Crop Selection Model), which helps to increase the 

yield rate of crops over a season. The work introduced a crop sowing table with fields as crop name, sowing 

period, harvesting period, growing days, predicted yield rate. CSM has been developed on the table which gives 

a sequence of crops that can increase the yield ratio of a season depending on the input parameter. 
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This paper [43] has have proposed a working model on rice crop cultivation practice to suggest farmers 

when to start cultivation and when to harvest crop so farmers can get maximum productivity using Deep Q-

learning. The paper proposed a model using Deep Q learning neural network to when to cultivate and harvest. 

The historical climate data has been used to model so farmers can get maximum profit from cultivating rice as a 

crop. The paper has limited its work on climate data only, which can be further enhanced to when to fertilize 

and use pesticide. 

This paper [44] has proposed a model for predicting rice yield production (tone per hector) using a data-

driven hybrid machine learning model, on the district of Karnataka, which can helpful for farmers to take 

necessary action. The model used ARIMA and RNN machine learning algorithms. The features used for 

building the model were Rainfall, Soil properties (Nitrogen, phosphorous, potassium, scale of pH of soil). The 

rainfall has been predicted using the time series algorithm ARIMA. The proposed work gives a high error rate, 

which can be optimized. 

This paper [45] has proposed a model on the yield prediction of paddy on soil and weather parameters 

using machine learning technique as Random Forest, Neural Network, Support Vector Machine (3 kernels) on 

historical data of Indian Government. The work has been implemented on the Indian Government dataset. The 

dataset is broken down to taluk. 3 machine learning technique has experimented weekly, so the closest and 

accurate prediction can be obtained. 

This paper [46] has proposed a working application model using Naïve Bayes and KNN for predicting 

yield rate and selection of crop. KNN and Naïve Bayes are used for predicting yield rate and crop selection, 

which will helpful for the farmer. The author has used Weka tool to develop the model. It has been observed 

that both machine learning techniques can be used. Crop name, season, and district are used as attributes for the 

development of the model. 

The paper [47]is an experimental study on rice yield prediction by implementing SMO classifier. The 

experiment shows that SMO is performing the lowest accuracy and low performance as compared to BayesNet 

and Multilayer perceptron. WEKA is a tool used for performing operations. The Govt of India dataset is been 

used on Maharashtra state. The Author used parameters as Minimum, maximum & average temperature, area, 

precipitation, Evapotranspiration, production,   

The paper[48], The Machine learning technique Multi-Layer Feed Forward ANN model used for 

predicting moisture ratio at the time of drying process to control environment factor to increase productivity in 

agriculture. The regression coefficient of determination (R2) of 0.99556 mean absolute error (MAR) of 0.00127 

and mean squared error of 1.988 * 10-4. This is a simulation-based application for predict paddy drying 

behaviorists improved by applying the swirling flow principle. 

This paper [49] has proposed a model on 2D images to predict rice yield measurement on rice panicles. 

In the work panicle weight parameter, the panicle grain area assumed height process through regression analysis 

which obtains accuracy up to 95%. In the model regression analysis is used for determinants of grain weight. 

Grain area and weight parameter correlation were calculated and verified for different cultivars.  

Conclusion 

Machine Learning and Sensing Technology are rapidly improving during the last decade. The 

development is also constantly happening with more sophisticated algorithms and hybrid models. These 

technologies are showing new and advanced dimensions, which can be applied to the datasets of different crops 

and the best and appropriate solutions can be attained for the existing problems in agriculture. This paper 

discussed several efforts and solutions towards the agriculture domain.  
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