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Abstract 

As a major contributor of Rice crop production, India ranks number two after China in whole over the world as 

a leading country to produce 116.42 million metric tons of Rice in 2018-2019. The production of rice is most 

suitable for a country like India with favourable climatic and weather condition and majority of population with 

farmer as occupation. So in order to meet the population demand and growth of country’s economy, the major 

saviour is the rice yield prediction which can predict the amount of Rice by giving the pre-productive 

information to farmers and agronomist to boost up the production level. In this paper, we come up with an 

approach to predict the rice yield by making use of collected weather, climatic and agricultural raw materials 

related data to measure the quantifiable amount of Rice collected from fields. In order to predict the amount of 

Rice yield, agricultural materials like amount of seeds, pesticides, fertilizers, weather condition like amount of 

rain and temperature in addition with PH and moisture content of soil are considered which can be correlated 

with other environmental factors and the yield amount can be predicted by using these determinant factors 

performing regression analysis by implementing different machine learning models like Linear Regression, 

SVR, K-Neighbors Regression, Random Forest and Decision tree to compare the   value of each regression 

model with a range analysis of MAPE value collected from each model and genetic algorithm is implemented 

for feature selection purpose in order to reduce measured MSE and MAPE values up to certain extent. 

Key words: Rice Yield Prediction, Regression Analysis, Linear Regression, Support Vector Regression, 

Random Forest, Genetic Algorithm, Feature Selection 

Introduction 

Agriculture is the main source of livelihood of Indian people consisting of more than 50% of whole 

India’s population [1] among which Rice is the main cultivar and India itself contributes more than 50% of Rice 

production in whole over Asia. So Rice yield estimation is one of the significant parts of Agriculture so as to 

adjust the national grain gracefully and satisfy the populace need [2]. Yet, forecast of yield is tedious and 

difficult strategy. So we have proposed the necessary yield forecast framework which will anticipate the regular 

yield of Rice cultivars by analyzing certain ecological variables like land expansion, climate condition, soil 

dampness level, amount of downpour, pesticides and manures amount through regression analysis using 

machine learning approach. Certain considerable factors like amount of grains and area of grain particles of rice 

panicle is one of the important factor that can be taken into consideration for estimating the quantifiable amount 

of rice yield collected from the paddy fields [3]. Essentially other significant features are certain ecological 

components like augmentation of land and paddy fields of farmers, measure of provided water, dampness level 

of the soil, phenotypic element of rice cultivars, use of certain measure of pesticides and manures, bio-synthetic 

compounds like 𝑁2, 𝑃2𝑂5 and PH level of soil and so on [4]. Considering the overall elements, it is very 

conceivable to gauge the measure of rice yield production in every paddy field which will a central point in a 

nation like India where ranchers can get the exceptional advantages by getting a legitimate perception of 

speculation of crude materials for future production which will go about as a key job for boosting the economy 

of a agricultural rich nation like India [5]. 

So here the primary concerned is the manner by which to anticipate the regular rice yield quantity by 

utilizing the information gathered from different ecological factors in an increasingly exact and effective 
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manner. Here in our proposed model, we use the features like amount of raw materials starting from rice 

cultivars of different phenotypes, amount of water, pesticides, fertilizers, PH, 𝑁2, 𝑃2𝑂5 and other climatic 

conditions to predict the yield by performing the regression prediction using different machine learning models 

like Linear Regression, K-Neighbors Regression, SVR, Decision tree and Random forest. We try to compare 

each and every model to get the most desirable R- squared (𝑅2) value by comparing the Mean absolute 

percentage error (MAPE) of each model and put genetic algorithm technique to reduce further error by feature 

selection. 

2. Literature Survey: 

Previously image processing based methods have been proposed for analyzing the plant health condition 

or phenotypic analysis of different plant cultivars. Similarly image based efficient yield prediction has been 

proposed in [6] by extracting the grain area of rice panicles by using image segmentation method and comparing 

the image based model r-squared value with the regression analysis value of weight parameters in order to 

predict the amount of yield. A tremendous work has been done in [7] by analyzing the rice canopy digital 

images by considering the changes in red, green and blue light value parameters. Many of the works have been 

done by making use of satellite images of paddy fields where Yi-ShiangShiuet.al [8] has been proposed a rice 

prediction system by considering the global and local regression models with the use of the data collected from 

satellite images. Some of the past works has been analyzed by using the environmental factors such as climatic 

conditions and soil composure like the ANN based rice yield prediction by [9]. 

3. Methodology 

3.1. Proposed Methods  

In the proposed method, data based regression prediction techniques are used to analyzed the 

performance of predictive models which can give better result with keen comparison among different machine 

learning models in addition with Genetic algorithm approach for feature selection to get an efficient prediction 

method for rice yield. Raw data determining the yield of different Rice cultivars consisting of different types of 

attributes are collected to perform the regression analysis to calculate net surplus amount collected from a 

particular land area. After performing the required pre-processing on collected data, various machine learning 

models are implemented upon the collected data like raw materials amount and climatic conditions which give a 

overview about the performance of each model in accordance with yield amount prediction. Machine Learning 

models like Linear, logistic regression, SVR, K-Neighbors, Decision trees and Random forest are applied to the 

collected data to compare each model performance by keeping net amount of yield in view which can be easily 

analyzed by comparing the R-squared values with MSE and MAPE. In order to reduce the calculated Mean 

Absolute Percentage Error (MAPE) and Mean Square Error (MSE) from different machine learning models, 

Genetic algorithm technique is implemented for feature selection purpose by increasing the model performance 

into some extent by reducing the error. Then an overall comparison is performed among the machine learning 

models to get that which model outperforms the others and most reliable for the efficient yield production. The 

whole model implementation will generalized by following the steps as mentioned in Figure 1 where data are 

collected and processed followed by model implementation and training of the sample inputs with making a 

quantitative comparison among various model metrics like R-squared value and MAPE with model comparison.  
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Figure 1. Graphical Representation of Flow diagram of Machine Learning Model implementation 

3.2. Concise Model illustration: 

3.2.1. Linear Regression:  Regression analysis technique is performed in order to decide the connection 

or correlation between at least two factors having cause impact relations and to make predictions for the theme 

by utilizing the measure of correlation [10]. Linear Regression is a measurable strategy for figuring the 

estimation of a dependent variable from an independent variable. It quantifies the relationship between two 

factors or variables. The principle thought behind it, is to anticipate the dependent variable by utilizing at least 

two or more independent factors [11]. The regression technique involving only single independent variable is 

considered as Univariate Regression analysis or simple linear regression whereas regression involving multiple 

independent variables is termed as Multivariate regression analysis or multiple linear regressions [10, 12]. 

Simple Linear Regression:  

In case of simple linear regression, only single regressor x is compared in contrast with y by establishing 

a relationship with a straight line as the analysis outcome which can be illustrated by the expression in Eq.1 

[12], 

𝑦 =   𝛽0 +   𝛽1  + ε        (1) 

Where, the unknown constants are intercept  𝛽0  and the slope𝛽1 and ε is a random error component .  
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Multiple Linear Regressions: 

The regression technique involving multiple number of regressors that is k no of variables like𝑥1, 𝑥2...𝑥𝑘, 

which is linearly related to the variable y and expressed as in Eq.2 [13],   

𝑦 =  𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥2 +  … . . + 𝛽𝑘𝑥𝑘 +  𝜀     (2) 

3.2.2. Support Vector Regressor: Support Vector Regression is an extended version of the Support 

Vector Machine to perform the regression analysis of non-linearly distributed data.  So the main idea behind the 

support vector regression is to unravel a nonlinear regression in a straight manner by mapping nonlinear data 

collected from the dataset from unique dimensional element space to a higher dimensional component space 

[14].Suppose the model training values are in the form of different sets like (𝑥1, 𝑦1), (𝑥2, 𝑦2)……(𝑥𝑁 , 𝑦𝑁) where 

x is the training data factors and y is the corresponding labels with N numbers of samples. So according to 

Vapnik’s 𝜀 based SVR theory, the function f(x)as a linear function is represented as in Eq.3, 

𝑓 (𝑥) = (𝑤, 𝑥) +  𝑏   where w𝜖 x and b 𝜖  R     (3) 

Where X is the space of the input patterns, w is the weight parameters with the dot product relation with 

each input values in order to achieve flatness by seeking small w values with bias b. The most feasible approach 

to accomplish the task in order to get f(x) with no more than 𝜀 deviation from actual input values where y, is by 

resolving the optimization problem demonstrating by [15] in Eq.4 and 5, 

Minimize   
1

2
‖𝑤‖2         (4) 

Subjected to constraints    {
𝑦𝑖 − 𝑤𝑥𝑖 − 𝑏 ≤ 𝜀
𝑤𝑥𝑖 + 𝑏 − 𝑦𝑖 ≤ 𝜀

           (5) 

It should be obtained which always maintains at most 𝜖 deviation from the actual output label value y for 

all the training samples by maintaining a flatter shape throughout the whole regression analysis [16] which can 

be illustrated in the Figure 2 adaptable hyper plane of negligible sweep is shaped evenly around the assessed 

function, such that the absolute errors with minimal value the concerned threshold value 𝜖 are considered as 

insignificant throughout the hyperplane [17]. 

3.2.3. K-Neighbors Regression: K-Neighbors Regression technique where the values of the input data 

are by taking the average of the K nearest neighbours which contributes more as compared to the distant ones. 

For example, in case of a data point y having nearest neighbor points 𝑦1 and 𝑦2, the most appropriate solution 

for predicting y is in Eq.6 [18], 

   𝑦 =
𝑦1+𝑦2

2
        (6) 
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Figure 2.  Support Vector Regression Model with Hyperplane and Regression Line 

So the predictive value for sample inputs is taken as the average of the K nearest neighbors. In order to 

measure the nearest distance between the queried points and given training samples, distance measuring 

formulas like Euclidean distance. Given example like points p=(𝑝1, 𝑝2, 𝑝3, 𝑝4 … , 𝑝𝑛), in order to calculate K 

nearest neighbors that are similar to the training samples x=(𝑥1, 𝑥2, 𝑥3, 𝑥4 … , 𝑥𝑛) the measured Euclidean 

distance is represented in Eq.7 [19], 

𝐷(𝑥, 𝑝) = √(𝑥1 − 𝑝1)2 + (𝑥2 − 𝑝2)2  + ⋯ + (𝑥𝑛 − 𝑝𝑛)2    (7) 

For each queried points the nearest K-neighbors of input samples are calculated and the most appropriate 

predicted value is assigned to each queried point. 

3.2.4. Decision Tree Regression: Decision Tree is a regression technique with tree structure where the 

tree gradually increases by portioning the input samples in each level by creating subsets of samples. The 

algorithm followed by decision tree is ID3 algorithm approach proposed by J.R.Quinlan based on a greedy 

choice approach throughout each level of tree avoiding backtracking. The ID3 algorithm focuses on reduction of 

Standard deviation value instead of information gain in order to analyze the decision tree regression [20]. 

The whole process of decision tree is based upon building a top-down approach tree by portioning the 

input samples into different subsets in each level by examining the homogeneity score of each numerical 

samples by using Eqs.8, 9 and 7, 

�̅� =
∑ 𝑥

𝑛
           (8) 

𝑠 = √
∑(𝑥−�̅�)2

𝑛
             (9) 

𝑣 =
𝑠

𝑥
× 100%         (10) 

Where x are the input samples and n is the number of samples [21]. The average of the whole inputs is 

calculated as �̅� which is later used for calculating the Standard deviation s. The coefficient of variation v should 

be calculated to test the homogeneous nature of input samples. If s=0, then samples are homogeneous. 

3.2.5. Random Forest Regression: Random Forest is an ensemble model which combines the outcomes 

for different other models like decision trees by giving the most appropriate prediction by reducing the variation 

in comparison with single decision trees [22]. The ensemble learning in case of Random forest is totally inspired 

by the bagging method which is generally used for random feature selection in order to enhance the accuracy 

and to calculate the generalized error [23]. It aggregates multiple decision trees with multiple predictions where 

each tree obtain a sample of training sets from the given input data and add some random points to provide the 

evaluated value. 

3.2.6. Genetic Algorithm for feature selection: Genetic Algorithm is an optimization algorithm based 

upon the concept of genetics, natural selection and biological evolution. It is used to gain the optimal solution by 

performing the feature selection efficiently by traversing through the supplied data by making using of all kinds 

of biological evolution theory such as selection, crossover and mutation [24]. GA basically consists of several 

steps by which it performs the feature selection by choosing the optimum solution by choosing the best fit off-

springs which has been illustrated in the Figure 3. It works through repetitive iterative process where each 

generation tries to select better fit individuals by performing the evolutionary operations like crossover followed 

by mutation where with each optimal solution is come up with a better model with reduced error than the 

previously provided model [25]. The crossover operation is performed to crossover the selected parents in order 

to make new off-springs from parents. Then the mutation operation is carried out to diversify the generation by 
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changing the features of the off-springs. After this selection operation select the fit optimum solution to pass 

over the next generation by calculating the fitness value.  

 

Figure 3.  Flow Diagram of different phases of Genetic algorithm to achieve optimal solution 

The fitness function is the major quantitative measure to identify which individual is more fit to be 

inherited to the next level which can be expressed as in Eq.11, 

 𝑓 = ∑ 𝑓𝑖
𝑛
𝑖=1                    (11) 

Where 𝑓𝑖 is the difference of the square values of original weight values and reduced weight values for 

each response and n is the no of population [26]. 

3.3. Dataset Preparation and Feature Selection 

The data which are utilized for the exploration reason in this paper has been collected from the 

University resources through academic supervision. The dataset contains the rice production data of different 

farmers with required information like individual information, for example, Name, Age, Location, Land 

Extension, Paddy fields expansion and so forth with rural data of a specific season production like measure of 

seeds, wet/dry/wet-dry land alongside the staples required for the harvesting like composts, for example, PH of 

the soil, manures particularly Urea amount, Pesticides amount, Nitrogen, Iron and so forth etc. Alongside all 

these data the measure of all out yield per every rancher are gathered with other required information like work 

cost, water flexibly cost and other essential data. From the collected dataset, different unnecessary features 

which shouldn’t be considered for our proposed models are eliminated such as Name, age and other unusual 
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data like labour and work cost. The necessary data which can mostly affect our machine learning models should 

be prioritized by performing the correlation operations among different contribution features like Land 

extension, Seeds measure, Soil texture alongside with fertilizers, pesticides and agro-minerals, so that to 

measure the relationship among different variables that how closely they are linearly related and directly 

proportional. By performing the correlation operation, the features or the factors by which our models are 

mostly affected, can be derived easily by eliminating the unnecessary features which will worsen the model 

prediction [25]. The correlation feature mapping graph can be clearly illustrated in the Figure.4 where the linear 

relationship among different features can be measured through the 1.0 scale which is the highest value of 

correlation that how useful that particular feature is. 

 

Figure 4.  Selecting features based on the correlation mapping graph 

In order to choose the appropriate factors, the statistical approach by calculating the P value is performed 

by comparing each columns of the dataset that which columns are adversely affecting the model performance. 

The P value helps in feature selection as it calculate the probability of the validation of a particular hypothesis or 

assumption. We need to test this speculation for each component and choose whether the features hold some 

centrality in the prediction of the reaction. [26]. The correlation value below 0.8 are taken with the considered 

hypothesis that the features taken have less impact on the model prediction and P-value is calculated to detect 

whether the hypothesis is true or not and according to the null hypothesis criteria, the features are selected by 

taking different combination of columns from the dataset. If the P-value will overcome a certain threshold value, 

then the feature combination will not considered as the appropriate combination of the model. After feature 

selection, the data distribution of the selected features is plotted in the Fig. 5 to visualize the linear or non-linear 

distribution with maximum and minimum elevation points.  
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Fig.5. Selecting features based on the correlation mapping graph 

Pre-processing of the Collected Data: 

The collected data from the dataset with 500 samples are subjected to pre-processing before 

implementing in the machine learning models. The prerequisite step is the feature scaling operation where the 

collected data from various ranges are scaled in a range of 0 to 1 by performing the normalization operation 

which makes the data suitable for model implementation by scaling them into a particular range. After 

performing the scaling operation, the data is converted into training and testing part by performing the train-test-

split operation where the training data and the testing data are distributed in the ratio of 8:2 having 375 samples 

in Train set and 125 samples for the Test set. 

3.4. Model Implementation 

The respective model is implemented on the dataset having 500 input samples after performing the 

preprocessing operations like min max scalar and train-test split. According to the multiple linear regression 

concepts, the data collected from our dataset are subjected for estimation of regression prediction where the 

linear regression is expressed as in Eq.12, 

ℎ(𝜃)(𝑥) =  𝜃0 +  ∑ (𝜃𝑖(𝑥𝑖))𝑚
𝑖=1        (12) 

Where ℎ(𝜃)(𝑥)is a speculated value for given contribution for a specific arrangement of parameters θ. 

The model is implemented by following the Eq.13 of cost function in order to calculate the mean squared error 

for each of the determinant values of x in our dataset by comparing the predicted value with the actual labels y 

by generalizing the concept of error reduction at each step, 

𝐽(𝜃) =
∑ (ℎ𝜃(𝑥𝑖)− 𝑦𝑖)2𝑚

𝑖=1

2𝑚
           (13) 

The calculated cost function should be optimized by minimizing the error for each inputs which is 

represented in Eq.14 that how the error is updated for each parameters to obtain the minimum error for model 

execution, 

𝜃𝑗 = 𝜃𝑗 −
𝛼 ∑ (ℎ𝜃(𝑥𝑖)− 𝑦𝑖)(𝑥𝑖)𝑚

𝑖=1

𝑚
           (14) 

Where 𝛼 is the learning rate and m is is the number of training sets. The cost function is updated in each 

cycle in order to minimize the error till the convergence of the absolute error graph[27].The model is trained to 

find best regression line with slope and intercept to best fit our data which is presented in the Fig.  a with the 

plotting of the linear regression with the optimized form. The observed R2  value is 0.62 in 0-1 scale which is 
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visualized in the percentage form in the Table.1 by measuring the scattering of the data points around the 

optimized line. The respective Mean Squared Error, Mean absolute error, Mean absolute percentage error and 

Mean Percentage errors are calculated by using specific equations in order to evaluate the model performance 

which are represented in Table.1. As well, SVR regressor is implemented on the preprocessed data by taking a 

linear kernel and a C value of 1E10 in order to fit our model to get the appropriate hyperplane for regression 

analysis in which the error should not exceed the threshold value. After training of the model, the R2  value 

calculated with a performance analysis of 0.61 in 0-1 scale whose percentage value is illustrated in the Table.1. 

The model metrics such as MSE, MAE, MAPE and MPE are calculated in order to visualize the model 

performance according our given dataset which are presented in the Table.1. In order to implement the K-

Neighbors regression technique on our dataset, the basic steps of algorithm are put forth starting from Euclidean 

distance calculation followed by nearest neighbors finding with regression prediction [28]. The calculated 

Euclidean distance is then used further to finding the nearest neighbors for each input samples of the dataset by 

cross validating unique combination of input sets. After calculation the optimal K value is extracted which is 10 

in our case. Then the model is implemented to predict the actual y value in each cases and to analyze the 

regression technique. The calculated R2  value in K-Neighbors case is 0.74 in 0-1 scale whereas the value in % 

is presented in Table. Model metrics like MSE, MAE, MAPE and MPE are also calculated for this regression 

problem and are demonstrated in the Table.1. Decision tree regression technique is used in order to get the better 

prediction as compared to other machine learning models which is deployed with the criteria like MSE as the 

error mapping criterion and levels of tree which is the major criteria for the model functionality. In our proposed 

decision tree model, 5 levels are taken to determine the regression operation. After training the DT model with 

the training data, the R2  value is calculated which is 0.73 and the percentage measure of R2  value and 

calculated MSE, MAPE values are showed in the Table 1.  

Results and Analysis 

4.1. Model Evaluation 

We implemented all 5 machine learning models to predict the rice yield. After performing the training of 

the data by using all the models, the model metrics such as R2  value, Mean squared error as the measure of 

squared error for each training model with Mean absolute percentage error, Mean absolute error and Mean 

Percentage errors [29, 30] are calculated in order to define the efficiency of the test machine learning models 

that which one is the more reliable one for regression prediction of Rice yield. The model is basically evaluated 

by the performance analysis quantified by the R2  value that which particular model outperforms the other. The 

evaluation of the R2  value is totally based upon the statistical measure, simply called coefficient of 

determination followed by the Eq.15, 

𝑅2 = 1 −
∑(𝑦�̂�−�̅�)2

∑(𝑦𝑖−�̅�)2          (15) 

Where the upper value is the square difference of the total error with the lower value is the difference 

between the actual values. By analyzing the R2  value the variance between the actual value and calculated 

value can be determined with the model performance. For each of the models starting from Linear Regression 

followed by Support Vector Regression, K-neighbors, Decision tree and Random forest models, the respective 

R2  value is calculated which is represented in the Table.1 In which it can be clearly visualized that the R2  value 

of the RF model is the highest one with 0.96 in 0-1 scale followed by 0.73 and 0.74 for decision tree and random 

forest showing the most similar variance in the predictive and actual value. The SVR and Linear Regression 

model has the lowest R2  value of 0.62 and 0.61 which is calculated by our respective models. The squared error 

loss for each models are analyzed by using the Mean Squared Error as the criterion evaluating by the Eq.16, 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − �̃�𝑖)

2𝑛
𝑖=1          (16) 
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Table 1. Representation of Model metrics of each proposed machine learning models for both Training 

and Testing data 

 

The MSE value calculated for each models are illustrated in the Table where RF model has the smallest 

squared loss with the value of 0.0019 which is very small that the difference between the actual and predicted 

Rice yield value are small whereas other models like K-Neighbors and Decision tree have comparing values of 

0.013 and 0.017 with a greater difference between the actual and predicted. At the same time SVR and LR have 

the squared loss of 0.1 which is very high as compared to other models. The MSE value is used to plot the 

regression lines where the difference between the actual and estimated value can be easily visualized with 

distance comparison of input samples from the optimal line. The regression lines for each model are plotted in 

the Figure 6 where scattering of the sample data in the graphs shows the difference between the actual optimal 

line and the predicted values. As shown in the Figure 7 RF has the most optimal predicted values scattered all 

over the regression line by performing the best for our Rice Yield dataset whereas the models LR and SVR has 

the data points scattering far from the optimal line showing poor performance in case of our dataset. In 

regression prediction Mean Absolute Percentage Error (MAPE) is calculated as the measure of relative error is 

calculated as the measure of relative error context by evaluating the expression. Random forest has the lowest 

possible MAPE value with less relative error measured 0.75 followed by Decision tree and K-Neighbors with 

comparing value ranges between 2.5 to 2.3 with 2% variation in the overall prediction rate showing less amount 

of deviation. Whereas the relative error for LR and SVR ranges between 2.8 to 2.7 showing more variation as 

compared to other used models in our proposed methods. 

4.2. Model Performance Analysis 

The different machine learning models are successfully implemented on the Rice yield dataset with an 

outstanding result showing efficiency of different algorithms like Random Forest, Decision Tree etc. From the 

results evaluated from each trained model, Random Forest algorithm outperforms other algorithms which 

specifically showed worthy performance with 96% model score which is calculated R-Squared value in our 

regression prediction. The comparison graph of R-Squared value is presented in Figure 8 showing the difference 

in coefficient of determination in case of each algorithm. Most of the actual labeled Rice yield values are 

measured as the accurate predicted values. In case of our dataset, the number of samples and degree of 

correlation is low by making the input data diverse and the degree of variance is more among the data. So 

algorithms like Linear Regression, SVR, K-Neighbors can’t perform efficiently as the algorithms are effective 

on small dataset with less variance and high correlation coefficient. Decision Tree shows an intermediate 

performance as the model is prone to overfitting. So in case of our dataset the 
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Figure 6. Regression analysis graph with scattered data plotting for each Machine Learning Models 

variance in the data and diverse distribution has highly affected. So in order to minimize the error and 

degree of variance, Random forest is used which make use of different subsets of samples by distributing them 

throughout the whole tree structures by decreasing the variance and avoiding the overfitting condition. Our 

collected data are performed extensively well with the Random forest algorithm with the MSE value of 0.0019 

and MAPE value of 0.94. The actual and predicted Rice yields are plotted graphically in Figure 9 for each 

model showing the variation of model predictions. The genetic algorithm is implemented further in order to 

reduce the calculated error in case of each machine learning models. With each new generation the selected 

features leads to better offspring giving optimal features by reducing the error in each iteration. The reduced 

MAPE values for each model implemented with GA are compared to the previous MAPE value in the 

Fig.10where the reduction of error can be visualized with after successful selection of optimal features. Before 

GA the MAPE values for models ranges between 2.8 to 0.75 and after GA it got reduced to range between 2.4 to 

0.5 which has drastically reduced due to the suitable features selection with each iteration of generation. After 

the error reduction process, our models has enhanced with the performance showing more accurate predictive 

value where the Rice yield prediction can be done using sample features in more convenient and reliable way. 
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Figure 7.  R-Squared Value distribution for every proposed Machine learning algorithms with 

Comparison 

 

Figure 8.  Actual Yield and Predicted Yield value Comparison by plotting prediction graph 

 

Figure 9. Keen comparison between the MAPE values before GA implementation and after GA feature 

selection by reducing the error 

Conclusion 

We successfully implemented different machine learning models on our collected dataset to achieve the 

most appropriate result by calculating the Rice yield by making use of different dependable factors like 
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agricultural raw materials manures and pesticides along with certain environmental features. Among the 

machine learning models Random Forest algorithm performed excellent by giving a regression determination 

coefficient of 0.96 which is far better as compared other implemented models. As our collected datasets degree 

of variance and nature of correlation varies greatly as compared to other models collection of complex decision 

trees that is Random forest gave an outstanding result by predicting the accurate Rice yield values for each 

sample data making the yield prediction more efficient. In order to boost the performance of the models, feature 

selection is performed to reduce the further relative error by making use of Genetic algorithm to further advance 

the degree of yield prediction in more effective way.  
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